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Abstract— The annual incidence of insider attacks continueso
grow, and there are indications this trend will cotinue. While
there are a number of existing tools that can accately identify
known attacks, these are reactive (as opposed to gactive) in
their enforcement, and may be eluded by previouslyunseen,
adversarial behaviors. This paper proposes an appezh that
combines Structural Anomaly Detection (SA) from soal and
information networks and Psychological Profiling (FP) of
individuals. SA uses technologies including graph relysis,
dynamic tracking, and machine learning to detect stictural
anomalies in large-scale information network data,while PP
constructs dynamic psychological profiles from behaoral
patterns. Threats are finally identified through a fusion and
ranking of outcomes from SA and PP.

The proposed approach is illustrated by applying ito a large
data set from a massively multi-player online gameWorld of
Warcraft (WoW). The data set contains behavior traes from
over 350,000 characters observed over a period ofréonths. SA
is used to predict if and when characters quit theiguild (a player
association with similarities to a club or workgroyp in non-
gaming contexts), possibly causing damage to thesecial groups.
PP serves to estimate the five-factor personality adel for all
characters. Both threads show good results on theagiing data
set and thus validate the proposed approach.

Keywords. Insider Threat Detection; Structural Anomaly
Detection; Psychological Profiling; Graph Learning; Psychological
Context Modeling; World of Warcraft;

. INTRODUCTION

There is a longstanding problem of threats comimgnf
inside government and large organizations whergected
employees become malicious,
information or even killing co-workers. These theehappen
seemingly without advance notice and
consequences. However, in retrospect, there is aftpattern
or trail before the fact that could be traced and uncovered.

There are many novel technologies for detectingawals
insider behavior. Such behaviors are relativelye rar the

broader user population and so techniques for alyom

detection can be applied. For example, [1] useshinac
learning to recognize malicious intent in inforroatigathering
commands, [2] detects anomalies in document ackemse
gueries with respect to a Hidden Markov Model af ontent,
and [3] models user processes and flags deviafions the

model. There are also many commercial tools (esg, $or
example, [4], [5], [6]) for detecting malicious ider behavior
through monitoring network activity and the useeoterprise
applications.

Despite these tools, the incidence of insider Rk#tac
continues to rise in the government and commeseelors. As
an example, a recent survey found that 28% of redgas
would take sensitive enterprise data to negotiateva position
in the event their employer terminated their currposition
[7]. Indeed, insider attacks have been the mosufst (CSI
2007, [8]) or second most frequent (CSI 2008, Ejurce of
security incidents in recent years in the Uniteatet.

While these tools can accurately identify knowraeks,
they are necessarily reactive (as opposed to pveadh their

enforcement, and may be eluded by previously unseen

adversarial behaviors. In this paper, instead og&stigation
after the fact, we seek the capability to proadyividentify

malicious intent before the intent is carried o@urrent
analysis practice faces several challenges: (aynesus
amounts of data that need to be analyzed in aytimealnner,
(b) too many false positives in purely structuralomaly
detection, and (c) the current lack afitomatic semantic
interpretation of the data at hand. We believe thit finally

possible to address these challenges in the caadvefsarial
insiders through the combination of two resear@asir graph
learning from large enterprise behavior data angdhsogical
modeling of adversarial insiders. The first ar&ructural

Anomaly Detection (SA), extracts information from large-scale
information network data (social networks, messaggsrnet
visits, etc.). SA defines notions of similarity een
individuals, normal patterns, and anomalies,

machine learning to detect structural anomalighéndata. The

cause severgecond areaPsychological Profiling (PP), builds a dynamic

psychological model from behavioral patterns. PRstrocts
psychological profiles, detects psychological ankesaand
hence provides semantics for information networkad&ve
envision a synergic interplay between the two ttiseaPP
provides focal points for SA by filtering out ad@rportion that
is considered irrelevant based on psychologicalasgios, and
hence improves scalability. At the same time, Ritices SA’s
false alarm rate, making the threat detection mus@ble and
actionable.

antesus
giving away confidéntiatechnologies including graph analysis, dynamickirag, and



This paper is structured as follows. Section Il véview
relevant related work on insider threat detectsychological
modeling and graph mining. Section Ill. will proeidietails on
our proposed approach including structural anordatgction,
psychological profiling, and the resulting threasibn and
ranking. Section IV. will report on some prelimigaresults
applying the proposed approach to a data set af 8@,000
World of Warcraft (WoW) characters observed overeaod
of 6 month to identify malicious behavior pattearsd predict
player personality.

II. RELATED WORK

Our work is related to hybrid social network anaysnsider
threat detection, and psychological modeling. Theseeach
large areas of work, hence we can highlight repitesiee
work only.

Social network analysis (SNA) is now a well-estsiid
research tool [10] with a long track record in itdigimg key
individuals in organizations based on their comroatidon
patterns (e.g., [11]). It has been fruitfully udegthe defense
and intelligence community to study covert netwo(ksg.,
[12]), in an attempt to target the most importaméraies and
disrupt their organization [13]. However, SNA cunttg suffers
from three major
limitations: 1) it
has been used to
study external
threats almost
exclusively,
ignoring the fact
that  adversarial
actions often
come from one’s
own network; 2) it
often ignores the
psychological
attributes of the
actors in  the
network and
focuses on their
structural position
exclusively [14];
3) it has been
restricted to static,
homogeneous data
sets while

networks are
practice dynamic,
always evolving
and made of very diverse links [16].
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Existing techniques for detecting adversarial iessd
generally focus on detecting such insidéns the act, as
opposed to the proactive cues of the adversasalén that are
the detection goal of our framework. Malicious @i action
can potentially be detected as anomalous activity tle
network. For example, [1] uses machine learningetagnize
malicious intent in information gathering commandg]
detects anomalies in document accesses and qusiiks

Social nenvork
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Threat Fusion and

in Figure 1. Architecture for detecting insider threats using Structural Anomaly
Detection (SA) and Psychological Profiling (PP)

respect to a Hidden Markov Model of text contemid 43]
models user processes and flags deviations frommibeel.
Some augment this basic approach by introducingydeonto
the network to entrap adversarial insiders [16]][1 survey
of much of this work is here, [18]. In addition,rius models
of adversarial insiders have been developed. Thesdels
include physical behaviors that are indicators dbeasarial
intent (e.g. foreign travel, signs of wealth) [18k well as
variables related to motivation, personality, antbton [20],
[21], [22], [23]. While all these models are vallgbnone
incorporate all of the possible situational triggerontext
variables and indicators. We believe such attributee
necessary to establish a close connection betwsghalogy
and behavior.

When building a model linking psychological variedland
adversarial insiders there is substantial psychcébgesearch
to draw upon. In particular, years of research &fing a
taxonomy of personality attributes have led todbkeelopment
of a general unifying structure of personality tsaiermed the
five-factor model [24], [25]. The five-factor modd€more
commonly known as “Big 5”) identifies the followingeneral
factors that represent the relationships amongsa gfomore
specific personality descriptors: Extraversion, égableness,
Conscientiousness, Neuroticism, and Openness. ditiad
more recent work
has established some
links between
personality and
behavior through
models that

incorporate
situational triggers,
context  variables,
and indicators in a
Bayesian  network
designed to estimate
the likelihood of
future behaviors
[26], Beyond
these static
st personality factors, it

is important to track
Borrisiond enterprise behaviors
that indicate changes
in emotional states,
in order to predict
adversarial  intent.
There are five basic
types of emotions
that are recognizable
across cultures: happiness, sadness, anger, feladiagust
[28]. Some studies [29] also include surprise, eomtt, and
interest. Because motivation and planning are sacgdor the
conduct of insider attacks, and these are assdciafi¢h
emotions, it is possible that emotional responses frovide
some predictors of insider attacks. For instance, theory of
insider computer sabotage [30] suggests that aaeiris anger
builds to a certain level over a perceived dishiorgpevent,
which leads to the planning of an act of revengdicators of
emotional states in interaction with contextualiatales (such

[27].
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as a recent organizational change) can be usedetothwarted

insider goals and the resulting potential motivatio attack.

Nevertheless, while many employees may be angey afime

event, most will have personality factors that duthe

potential for extremely aggressive acts. A modeprdictors

of insider attack that incorporates psychologiaiables must
therefore include both static personality traitdd atynamic

emotional states. Such models may build upon a rdima
model of information technology (IT) sabotage deped for

the Management and Education of Risks of Insideredh
(MERIT) project [30].

lll.  APPROACH GRAPH LEARNING FORANOMALY
DETECTION USINGPSYCHOLOGICAL CONTEXT (GLAD-PC)

Our approach is organized in two main technicatdts
(Figure 1).

The first thread, Structural Anomaly Detection (SA)
extracts structural information from large-scaldoimation
network data (social networks, messages, intersds\vetc.).
It defines notions of similarity between individsalnormal
patterns, and anomalies, and uses technologiagdingl graph
analysis and machine learning to detect data anesnalhe
SA thread contains a cascade of technical compsnéirst,
Graph Structure Analysis discovers an informatietwork’s
specific characteristics and exploits them for ogffit data
representation and massive data reduction. Secof@igph
Embedding converts data from a graph representatioan
attribute space, which is more convenient for maeltéarning
methods. Dynamic Tracking is performed in the latiié space
to monitor individual evolution over time, and Analn
Detection finds unusual patterns in graph datath#g point,
SA detects data anomalies, not necessarily threats.

The second thread, Psychological Profiling (PP)ldbua
dynamic psychological model that is constructedmfrand
informed by behavioral patterns and information wuoek
structural data. PP constructs psychological mefdnd detects
psychological anomalies, thereby providing semantiz the
information network data. PP consists of straighéod
mathematical and statistical modeling and inferenie
combines a psychological model and observationsaferal
and information network structural data) to makgeriences
about individual's mental state and likelihood ¢faek. The
challenge is in the psychological model --- in wattar, how to
make such model accurate and realistic.

We envision a synergic interplay between the tweats.
PP provides focal points for SA by filtering oulaage portion
that is considered irrelevant based on psycholbgeaantics,

In the following subsections, we describe each hafsé
building blocks in more detail.

A. Sructural Anomaly Detection (SA)

Information network data often follow a somewhat
repetitive pattern such as daily email communicelietween a
manager and his employees, webpage visits of e#uwbr o
within a friend group in a social network, similsearch and
website visit patterns over time for a specificrusead so on.
Identifying and generalizing these common patteras help
us define normalcy, something that accounts fonthgrity of
the data volume that we encounter in such data &#ser the
reasonable assumption that most users in a regadeial
network are harmless, we are obviously not intecest the
normal, but rather the rare instances of “abnorroaliinlikely
patterns in the data. Graph structure analysis atmsgparating
the normal structures in the graph from the rakiateresting
ones.

To find patterns from the nodes (individuals), wepmse
to leverage work on graph partitioning for communit
detection. The basic idea for such algorithms ipadition a
graph structure so that nodes within a partitionehaetter
connectivity than nodes belonging to different paris [31].
Existing clustering approaches range from spectrathods
optimizing different partitioning criteria to hestic-based
solutions geared specifically toward particular bbeon
instances. In this problem scenario, we are lookinglentify
graph structures that can be used to define ndoetzdvior as
opposed to anomalous behavior in large graph né&swvor
resembling social/information networks. The notioh an
outlier community or an outlier node can be higbbntextual
in a graph and might also interfere with the perfance of the
graph-partitioning algorithm [32].

People’s behavior pattern in information netwosisch as
whom they contact and how frequently, is inheredgmamic,
typically slow-varying, with abrupt changes posgiltnidicating
abnormal events. Methods for tracking a dynamiityein a
fixed Euclidean space (e.g., geographic locatioacep or
abstract feature space) are well studied. Forngstasequential
Bayesian methods [33] have been proposed, whialrgieely
incorporate a temporal sequence of observationtddiaild up
a dynamic belief in the Euclidean space. Relatethéograph
learning problem, we are interested in trackingah@dtributes
(the “state”) using temporal information networktalgthe
“observations”).

Anomaly detection assumes that subject behaviorbsan
captured as a multi-variate sequence of abstractiintious

and hence improves scalability. At the same time p and discrete attributes (e.g., it might descrikee e¢holution of

significantly reduces SA'’s false alarm rates, mgkine threat
detection more usable and actionable. Likewiseuc8iral

attributes such as the tendency to communicatedeuts the
immediate group, the changing size of the peer mraloe

Anomaly Detection (SA) performs rigorous analysi§ o typicality of topics covered by communications, .ptc We
information network data, and can raise the need foddvocate a leaming-based approach, which usesvibeha

psychological profiling of suspicious individuals.

sequences with known anomalies to construct a pilidte
model, and then apply the model to observatiortetide the

Threat Fusion and Ranking then combines the datikelihood of a new anomaly event. A simple baselinethod,

anomalies from SA and the semantic profiling frorR. P
Threats are ranked and presented to system usailgg@s).

such as one-class support vector machine (SVM)earast-
neighbor based methods, can provide a way to denabms



early on the ability to make anomaly judgments pralide a
benchmark for future performance comparisons.

B. Psychological Profiling (PP)

Psychological Profiling (PP) provides semantic niregufor
threat detection. It reduces data volume, reduakse falarm
rate, and detects suspicious intent/activity baseddomain
knowledge of human psychology. Furthermore, PP gatitis
the risk that a threat could look normal from théormation
network data alone and would then be overlookedhleySA
thread.

In addition to tracking static behavior patternsl @ocial
network structures, we also aim to detect suddemgds in
behavior and social network configuration. Suddéanges
may be indicative of an imminent insider attackr Egample,
as noted earlier, many spies underwent a majowopatdoss
before engaging in espionage [39]. Therefore, @asudhange
in emotions or other psychological variables isljkto be
associated with the start of an attack. Changesriations or
other psychological variables are often manifestetthe daily
activities (and changes therein) of the adversary.

C. Threat Fusion and Ranking

A psychological model gives us a way to focus our

investigations on individuals who have the motimatiand
capability to carry out an attack. Realization afthreat
requires planning and preparation, and depends hmn
emotional state and personality of the perpetrafbne
emotional state is captured through psychologicaiables
such as anger and depends on personal variabteegmasent
both cognition and personality. These personabkibas help
to determine how external events trigger changesriotional
state, and how changes in emotional state affeclikklihood
that an insider will begin or continue a threatgngrctivity.
Each of these internal model variables can be fiathn
associated with observable indicators. We will elep a
dynamic psychological model that describes temppaterns
of activities leading up to an attack, based orevesht
personality, emotional, and situational variables.

Recent research [34], [35] has uncovered relatipash
individual’

between enterprise work patterns and an
motivations, personality and emotional state. [34[d [36]
collected standard personality assessments andhqrsytrics
from enterprise workers (through a Big 5 questignenasee
[25], and the NASA task load index, see [37]), wagork
activities were logged over an extended periodirokt This
work identified correlations between psychometrieasures
(like stress/workload) and extracted temporal wpgtterns
(like email communication patterns, document intBoa
patterns). Further correlations were found betwgensonality
metrics (like extraversion) and a subset of exédemporal
work patterns. In order to extract these pattems, have
developed methods and tools for analyzing strednatons
and content. The analysis comprises temporal pattealysis

of online and PC usage behavior (e.g., using TeRatt

analysis), sentiment analysis of a user's commtioits, and
social network features and analysis.

Using standard statistical tools and techniqueswilidirst
try to isolate correlations between one or manysqueality
traits and other psychological variables and usehakior
patterns and network data aggregated over sevenaths and

As explained in the previous subsections, SA dstect

abnormal patterns in information network data anB P
constructs psychological profiles from behavioratad We
propose a Bayesian method for Threat Fusion andiRgnto
coherently combine data about psychological an@sadind
profiles, and provide threat alarms. With semarics/ided by
PP, we believe we can reduce the false alarm igidisantly.
We propose a Bayesian fusion method, which assumnes
generative model for behavioral and graph anomdlies if an
individual has malevolent intent, how the intentynséow up

in behavior and information network data. Giveneaaturate
generative model and the anomaly observations (fsétrand
PP), this method infers the underlying threat. Auitidl
generative model can be generated from limitedhicsl data
like the Fort Hood event, and a set of example @tes
covering threats and innocuous behaviors.

Statistical inference method will rank threats loage their
probability and uncertainty. In addition, in order provide
actionable information, ranking should also taki® iaccount
other factors, such as the severity and urgendprefits. We
should also consider the cost of errors, i.e., etisdetections
and false alarms.
expensive, e.g., human lives lost, while falseratacan inflict
unfair discrimination on people. When presentingeptal
threat to users (i.e., military or safety persopnehnking
should be designed carefully to incorporate codfrios e.g.,
average, and/or worst case costs. We propose tdicem
statistical inference methods with decision thetwryachieve
optimal or near-optimal ranking solutions.

IV.  APPLICATION: DETECTINGMALICIOUS INSIDERS IN
WORLD OF WARCRAFT (WOW)

This section describes the application of the psedo
approach on a large data set coming from onlineirganwe
would like to stress that the results reported laggework in
progress and are intended to illustrate the prapagproach.
The motivation to use an online gaming data sétseh the

modeled as previously described. We will start withfact that there is only a very limited amount otedavailable

correlations between personality and high-level woet

variables that have been proven to be normallyidiged [38],
thereby making sure that any variance can be el bo the
influence of personality and psychological variabédone (the
measures are density, closeness, and betweenndsalitge

see [10]). We will then move on to more explorateayiables
(e.g. k-cores, cliques), with the understanding tbsults could
be less robust.

showing behaviors of malicious insiders. In cortfrarormous
amounts of online gaming behavior traces are plyblic
accessible, and due to the anonymity of game ctesache
data does not have similar privacy restrictionsotiger data
(e.g., from an enterprise context). World of Waitcfd/oW) is
the most popular US-based massively multi-playdinergame
with 10.3 million subscribers as of November 2040][ which

is the reason why we chose WoW as basis for thiyssasin
this paper. We use data from a previous studytft] exhibits

Missed detection may be extremely



different types of malicious behaviors. A web-baseawler
was deployed to log in-game activities based on Alrd
specified by Blizzard Entertainment, the producén\ioW.
The crawler periodically issues "/who” requestsrgve to 15
minutes, depending on server load, to get a listhafracters
currently being played on a given server. Overmsbnths of
data are logged, from November 2010 to May 201&. ddta is
sometimes referred to as thMéoW census. Data was logged
from three different servers: Eitrigg, Cenarion di&r and
Bleeding Hollow. Overall we observed more than @0,
unique characters forming over 15,000 guilds. Aldyis a
group of game characters (ranging from two to hedslrof
members) who voluntarily chose to share resourpdemn
strategy and join forces in large-scale group evexgainst
computer-controlled opponents (“bosses” in dunggoois
players from the opposite faction (indeed, eachveseiis
divided into two factions in a permanent state ar:wthe
Alliance and the Horde; players must choose one siblen
they create their character). In addition to theWVoensus,
1,040 game players were recruited to participate istudy
assessing their personality. Participants weredagkést up to
6 WoW characters they were actively playing. Tleisutted in
a total of 3,050 active characters. Participantsmgleted a

web-based survey that gathered their demographid a

personality information. A 20-item survey measurihg Big 5
factors was drawn from the International Persop#iém Pool.
Participants rated themselves on the items ussuwale ranging
from 1 (Very Inaccurate) to 5 (Very Accurate).

In order to illustrate our approach, we investigatd report
on two distinct parts: detecting destructive gralymamics
(using methods from Structural Anomaly DetectioA))Sand
inferring online gamer personality (using methodent
Psychological Profiling (PP)). Both approaches wilk
described in the following.

A. Detecting Destructive Group Dynamics

Guilds are a vital part of the social life of WoWroviding

a basic unit for social networking that makes theming
experience appealing and enables players to takaifficult

tasks as a team. The effectiveness of these groapsbe
undermined when group members depart, taking wigmt
experience, resources and possibly other group memibhe
ability to predict imminent departure of group mearghand the
probable impact of their departure is highly ddsdia as it
offers insights on factors that affect online graghesion and
effectiveness.

Social interaction may be an important influendiagtor in
guild-quitting events. First, we define a friengshietwork
among guild members, where nodes are charactetsedges

indicate co-occurrence within gaming zones — if two

characters were observed in the same game locgioe in
WoW), an edge is added between the corresponditigsnd he
underlying assumption is that if characters co-ocou a
gaming zone, it is highly likely that the charasteare
collaborating on a gaming activity. We further add
membership network to indicate the affiliation beén
characters and guilds. Nodes fall into two categgor{1) guild
nodes, and (2) character nodes. If a characterbsereed
appearing in a guild, an affiliation edge is add€de overall

network is the super-imposition of the friendshipdathe
affiliation networks. It is an undirected multi-gfa i.e. it
allows for multiple edges between any two nodesthia
network.

Table 1 lists some statistics in the social netwiookn the
WoW census. The first thing that one might noteehat we
lose a significant number of characters when coosirg the
network from the raw data: for instance, the serfzirigg
contains 176,166 characters, but only 51,244 cherashow
up in the social network. On further study, theginig ones are
typically lower level character in the game (itingportant to
note that collaboration in the game begins at medi higher
levels) and with a very small footprint of existenduring the
six months of our crawl. These characters are datigriow-
level “alts”, characters created by the playergxplore other
“classes” from the game, which have been abandafted a
few levels (e.g. a player might want to try out arsor after
having played a wizard for a few months, to sdhiff class fits
his or her play style better, but then choose oatdvelop this
“alt” any further). These characters can also belési’, low-
level characters created purely to stockpile iteBwth can be
safely ignored as our interest is in the analy§isogial group
r{lenamics. Also, we note that guild-quitting eveats fairly
common — around 26% of characters quit from a gaiiltbast
once in our observation period on Eitrigg. Similguild
quitting statistics are observed on Cenarion Ciacie Bleeding
Hollow.

Table 1. Overall Network Statistics

Cenarion |Bleeding
Statistic Eitrigg Circle Hollow
# of characters 51,224 72,108 47,499
# of guilds 2906 3425 2911
# of edges 2,447,577 3,713,390| 2,827,789
% Characters changing guild 26.53 32.28 20.69

An important question to ask is whether there exit
snowballing effect in WoW with respect to quittiegents in a
guild, or, on the contrary, quitting events areejpendent. The
existence of a snowballing effect would mean thajudting
character would be able to cause damage to ordesabilize
a guild. In order to investigate this, we test vleetthe quitting
events in a guild follow a Poisson process, a \metwn
probabilistic model for discrete events arrivalsable 2
summarizes the result of the goodness-to-fit test. large
fraction of the quitting events ddlOT follow a Poisson
process. This indicates that quitting events aténuependent,
but rather correlated.

Table 2. Guild quitting event analysis

Number of Following NOT Following
Guilds Poisson Poisson
Server Analysed Process process
Eitrigg 181 (6.23%) | 23(12.71%) | 158 (87.29%)
Cenarion Circle 102 (3.50%) | 28(27.45%) | 74 (72.55%)
Bleeding Hollow | 309 (9.02%) | 28(9.06%) | 281 (90.94%)

Guild quitting events being correlated, we investiy
whether it is possible to preditt and when a character will



quit his or her
guild. The aim

Table 3. Results for quitting event prediction

In this paper,
personality is

here is to build a represented by
usefu'. dgteptor Overall Non-Quitting Events Quitting Events fa:CtorS from the
for identifying Server Accurac Precisi Recall F-M Precisi Recall F-M Big 5 model
characters ~ who —— y recision Reca easure|Precision Reca easure consisting of
might potentially Eitrigg 82.7432 0.878 0.926 0.901 0.389 0.268 0.317 extraversion,
qu|t and abscond Cenarion Circle 89.0973 0.917 0.967 0.941 0.342 0.164 0.222 agreeableness’
with guild  Bleeding Hollow| 79.8396 0.855 0.91 0.811 0.396 0.276 0.325 conscientiousne
resources or SS, neuroticism,

otherwise damage the effectiveness of the guilé. drediction
problem is formulated as the following: given thenge trace
up to current time, predict whether a charactet guit from
the guild within a specified future interval. Garaed social
network events within a guild are grouped by dajled a “day
record”. Based on this notion, we define a predictvindow
in terms of day records (7 in our experiment)hi§twindow of
future day records includes observations of therazher in
another guild, we set the class latabet_guild_has changed
to true to indicate a quitting event has occurfigds class label
is our prediction target.

Prediction of quitting event is inherently dynam@ame
activities unfold as time advances, and predicgbould be
updated accordingly. To accommodate the dynamigreatve
keep a running window of features. A personal nysteindow
of 14-day records is used to generate features suizing the
character's playing history including game engagdme
playing time and achievements within the historyaaw. In
addition, social features regarding the guild, ey social
relationships with guild members, are used. Thessude
clustering coefficient (measuring structure baldnggaying
time within the guild and collaboration time (medsg
engagement within the guild).

In order to reduce the risk of overfitting of ouncanaly
detection/prediction, we developed distinct tragniand test
sets where history and prediction windows in tlentng set
are generated from a different set of characters the history
and prediction windows in the test set. Additiopadls quitting
events are rare by comparison, we use a randomlisgmp
method to balance the training set so that it dosta
approximately equal proportions of non-quitting amaitting
events.

Table 3 reports the classification performanceafoandom
forest with 10 trees and unlimited depth and feattwunts.
Guild quitting prediction classifiers are built seately for the
3 WoW servers. Classification performance does vaty
much on servers, indicating that our approach iseggly
applicable in the WoW space.

We conclude that it is possible to predict quittexgents with
modest precision and recall and that past loyadyild
stability, and social engagement are key predidtetors.

B. Inferring Online Gamer Personality

A person’s personality affects his/her activitienda
produces many cues. The goal of the personalitgligtien in
WoW is to estimate the personality of the playet ik behind
a character in the game from observable in-gamaviahor
characteristics (e.g., achievements, or social ortfeatures).

and openness. The previously mentioned data se&,QH0
active characters (from 1,040 game players) inolgidheir
WoW census data and Big 5 profiles from an online
questionnaire is the basis for training and testimgapproach.

We analyze a game character’s personality bas@dkords
of sources — behavioral, text analysis and socidvorking
information. First, we note that different peopléoose
different strategies to achieve their objectivestlie game,
which lead to different behaviors. For example, ahg quiet
players might prefer solo activities such as cogland fishing
(these individual “professions” produce food thah de used
to provide “buffs” to characters, that is, tempgrar
improvements of their abilities). Similarly, plagewho score
low on extraversion could have a preference foresqhayer-
vs.-player activities (duels, arenas, battlegroundgve
therefore analyze a character’s in-game activityetdaon 68
behavioral features including achievements (givarréaching
important milestones in the game), different typésdeaths
(e.g., falling versus combat), “respecs” (changethé mix of a
character's abilities, for instance to emphasizéacht or
defense), character skills, use of emotes, equiprpets (cute
companions with no functional value in the gamejabce of
game activities (e.g. large-scale dungeons vs. viihatl
quests), and finally damage and healing done tceroth
characters.

Furthermore, we note that a player usually pickkaracter
name appealing to him/her after some thinking. @&Gumes
are also chosen carefully to reflect the intendstial tone” of
the group (for instance, “Merciless Killers” congeg different
impression than “The Merry Bards”). We thereforealgpne
character names and the name of a character's tuilget
additional information on the player’s personalify. do so, we
utilize sentiment analysis, keyword lists and nrggato
generate features. We apply sentiment analysish&macter
names and guild names using two sentiment polarity
dictionaries for this purpose. We scan the namecandt how
many positive/negative/neutral/both words appeae. flfther
created a game keyword list and check if the naomains
those keywords. Those keywords include race naswesh(as
elf, gnome), role names (such as priest, warramtipns (such
as kill, wave), reasons for failure (such as drofatigue), in-
game activities (such as arena, dungeon) and dtbguent
words. We currently collect 80 keywords. In the ttek
analysis domain, n-gram analysis is a popular telcgy that
uses sliding window character sequences in ordemitb
classification. To capture other hidden patternsharacter and
guild names, we also construct n-grams from narAesn-
gram is a subsequence of n letters from a givenese. For
example, if the character name consists of 4 EtteABCD,



then we will have bigram AB, BC, CD. We limit n4gi.e., we
only consider bigrams, trigrams and 4-grams. Larggives
too much computation complexity and does not imerov
accuracy much. In many cases, the character naretated to
the game player's other choices in the virtual dioduch as
race and gender. Thus we include the charactegismevirtual
gender, race, role and faction as additional featuwe train
regression trees to profile personality from theowab text
information.

We also hypothesize that a person with some specif
personality traits (for instance, extraversion gregableness) is
more socially active. We analyze
membership network described in the previous sedti@rder
to generate predictive features in that domain.@iteact graph
characteristics for each node (person) in the rétwsach as
degree centrality, betweenness centrality, and enless
centrality. We then calculate their maximum valuag)imum
values and histograms as our features and inpum timéo
regression trees for profiling personality.

Each of the predictors above provides a partial an
complementary view of personality. As a last step, fuse
these individual predictions together to get a maceurate
personality profile through linear regression inlarto reach
higher accuracy (Figure 2).

feature pre-
rocessing

P
Behavior
Predictor

Behavior

meta prediction

final prediction

; Text Prediction .
Text Predictor Fusion
Networkil , Sodial
Social |—> Networking
Predictor

) i)

Figure 2. Several predictions are combined to gehe final
prediction of personality.

As personality variables (and their predictionsg aeal

the friendship anc

(inferring gamer personality from fused featureBach of
those two components will output a ranked list of
individuals/characters. The ranking will be based the
maliciousness of their actions (guild quitting asaimage) or
deviating (predicted) personality variables. Thatrstep is to
combine each of these rankings in a (yet to bet)bthiteat
fusion and ranking component. We envision the carepbto
use a generative model that is optimized againglde
metrics (e.g., human perceived severity of a threaming

ifrom the end-users of the system (analysts).

O10 best features M Behavior O 3ocizl OText MFPuzicn

Apresable Consciemtious Newrcticizm Upenne=zs

Extraversica

Figure 3. Correlation of personality predictions wih real
values for behavior, social network, text and fused
features.

V. CONLUSION

We have presented an approach for proactive deteofi
insider threats by combining structural anomalyedebn from
social and information networks and psychologicafifing of
individuals. The approach has been tested on & ldaga set
from the massively multi-player online game World o
Warcraft including over 350,000 game characterseciesl
over a period of 6 months. In contrast to many-veald data
sets and collections, the game data contains obvimlicious
behaviors that are identifiable and are not comgtiay any
legal or privacy regulations (game data is publatgessible).
First obtained results indicate that is it possi@jeto detect
anomalous behaviors (guild quitting) through stnuakt
analysis of social networks in the game, and bprexdict a
player’s personality from in-game behavior and pihegame

numbers, we evaluate the approach using the Pears@gatures. While the game data sets help validateapproach

correlation between the real and predicted valUles.obtained
results (Figure 3) are based on 10-fold cross-atibd. Text
analysis and features seem to be the most prealictdicator
of a person’s personality (with correlation vallesween 0.25
and 0.4). By fusing predictions from multiple viewegether,
we obtain the best results.

C. Next Seps

As mentioned in the introduction to this sectidre tesults
based on the WoW data reported here are work igress, and
the construction of the (complete) analysis pipgefor this data
(as sketched in Figure 1) is ongoing. We obtaineshsing
results on Structural Anomaly Detection (detecti@gtructive
group dynamics in guilds) and Psychological Pradjli

both in terms of scalability and feasibility, welibee that the
proposed approach can similarly be applied to lamgde

enterprise data sets including communication diéadmail or

IM, file accesses, and login data. Our next stejiscancern

further work on threat fusion and ranking (incluglinhe

presentation to the end-users/analysts) and thkcajgn of

the approach to a large-scale enterprise behaatarset that is
currently being collected.
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